
Theor Chem Acc (2006) 116: 219–231
DOI 10.1007/s00214-005-0038-4

REGULAR ARTICLE

Ilaria Ciofini

Exploring the photophysical behaviour of supramolecular systems:
problems and perspectives

Received: 2 April 2005 / Accepted: 4 October 2005 / Published online: 6 December 2005
© Springer-Verlag 2005

Abstract The study of the photophysical properties of supra-
molecular systems, such as photochemical molecular devices
(PMD), is intrinsically related to the possibility of correctly
describing ground and excited state properties of large sys-
tems containing transition metal atoms.

Here we analyse the performance of density functional
theory (DFT) and time dependent DFT in the evaluation of the
photochemical behaviour of supramolecular systems aimed
to produce photoinduced long-lived charge-separated states.
Such PMDs are of great experimental interest as functional
models for many chemical applications as, for instance, arti-
ficial photosynthesis. From a theoretical point of view, the
challenge of these systems is not simply related to their size
but also to the possibility of describing the “ emergence” of
new properties, involving the molecule as a global unit, using
the tools provided by quantum chemistry.

Keywords Photochemical molecular devices (PMD) ·
Density functional theory · Time-dependent DFT

1 Introduction

Quantum chemistry has nowadays reached a mature state
allowing the treatment of molecular architectures that are
relatively complex both in terms of size and nature. It has
thus become an invaluable tool for the chemical understand-
ing and some of its notions have spread allowing the entire
chemists’ community to benefit from its basic ideas and tools.
Chemical concepts, such as “hardness” and “softness” [1,2]
or even the idea, intrinsically related to molecular chemistry,
of “bond” [3], have found a rigorous formulation in quan-
tum chemistry thus allowing its use for the rationalisation
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and interpretation of reactivity and the properties of complex
molecular systems [4].

Thanks to the development of embedding techniques [5–
7] methods for the description of relativistic effects [8–10]
and for the treatment of electron correlation [11,12] and new
computer architectures and linearly scaling algorithms [13],
large molecular systems can now be described by quantum
methods with accuracy comparable of those of modern exper-
imental techniques [14,15]. In particular, ab initio quantum
methods are nowadays used not only to rationalise but also to
predict several chemical phenomena. Remarkable examples
in this field are the prediction of new chemical species [16,
17] or of gas-phase reactivity [18].

In the last decades, a key-role for the diffusion of quan-
tum methods has been assumed by density functional theory
(DFT) [19] which emerged as an invaluable tool for com-
putation and analysis of the properties of large systems and
especially for those containing transition metal atoms. DFT
is an ab initio method solidly routed for the ground state rely-
ing, for practical applications, on an approximate expression
of the exchange-correlation energy. DFT has a good scaling
with the size of the system, it includes most of the correla-
tion effects and it is monodeterminantal, thus allowing for an
easy interpretation of the results in terms of molecular orbital
analysis. For these reasons it has been successfully applied
for the study of a wide variety of chemical systems [20].

Nevertheless, striking examples of DFT bias are well
known: the incorrect description of the dissociation of two-
center three-electron systems [21–23], the bad description of
proton transfer barriers [24] and dispersion forces [25,26] or
the overestimation of electron delocalisation [27,28] (affect-
ing both magnetic [29] and structural properties [30]). These
failures directly derive from the approximate nature of the
functionals used and, in particular, from the local form of
the exchange-correlation functionals [31], the lack of part of
non-dynamical correlation [32,33] and the presence of the
(spurious) contribution of self-interaction energy to the to-
tal energy [34–36]. In this context, it is not surprising that
most of the methodological efforts in DFT development are
currently devoted to seek new functionals/potentials solving
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part (or, ideally, all) these problems. If for ground state prop-
erties a conscious user can safely use DFT or properly select
other ab initio methods (Hartree–Fock or post-HF wavefunc-
tion approaches), the situation is more involved for the treat-
ment of excited states [37]. Post-HF procedures can be used
to accurately describe excited states [37–41]. They have the
advantage of providing the intuitive picture of an excited state
as the result of an excitation (or a linear combination of sev-
eral excitations) from occupied to empty (virtual) orbital(s),
but the disadvantage of a severe computational burden, espe-
cially when the whole set of occupied and virtual orbitals is
included, that is when looking for the exact solution of the
problem. Another possibility is to define an “active space”
and to consider only excitations within the orbitals therein or
select the “type” of excitation (only single, single and double
etc.) of interest. Several techniques, either variational or per-
turbative, have been developed to solve these problems and
they nowadays allow for the description of reasonably large
molecular systems [42].

As in the case of DFT for the computation of ground state
properties, the development of time dependent-density func-
tional theory (TD-DFT) [43–45] supplied a valuable alterna-
tive to post-HF methods to study the excited state of large sys-
tems with reasonable accuracy. Although other approaches
have been developed for the treatment of the excited states
within the DFT formalism, such those of Ziegler [46] and
Daul [47,48], the TD-DFT considers a formal extension of
time independent DFT to cases where a time dependent exter-
nal potential is applied. If we restrict ourselves to the inclu-
sion of an external electric field, a variety of optical response
properties, including UV/Vis absorption spectra, can be com-
puted using the linear response theory and TD-DFT [43–45].
This latter has the great advantage of being computationally
not very demanding and free of the bias introduced by the
selection of a given reference space. More recently, the pos-
sibility to relax excited states within the TD-DFT formalism
[49–52] has opened new horizons for the study of photo-
chemically active systems since it allows the study not only
of absorption phenomena but also of emission and of the
reactivity at the excited state [53].

Nevertheless, there is still debate concerning the limits
and the accuracy of TD-DFT calculations. First, some authors
pointed out the “unreliability” of TD-DFT for the treatment of
excited state involving charge separation, in particular charge
transfer states [54–58] Rydberg states or excitation in highly
conjugated systems [59–61]. In general, TD-DFT performs
with accuracy for valence excited states while, in order to
correct the underestimation of excitation energy for CT states
obtained with standard TD-DFT methods, other techniques
such as DFT-CI [62–64] or DFT/MRCI [65,66] have been
proposed. Second, there is still an open question concerning
the inclusion of high order excitations within this formalism
[67–70]. All these problems are related to the approximations
made within the TD-DFT formalism (such as the adiabatic
local density approximation) and also to the approximate na-
ture of the functionals used. In particular, and as already men-
tioned for the ground state, the local form of the functionals,

the self interaction error, and, by consequence, their incorrect
asymptotic behaviour, are the main sources of error in the
calculations of the excited states [58,71–73]. Furthermore,
functionals/potentials developed and tested only for ground
state properties can be unreliable for the treatment of excited
states. Only recently have the performance of several func-
tionals for the calculation of excited states as well as basis
set effect within the TD-DFT formalisms been systemati-
cally analysed both for reference organic molecules [74,75]
and simple complexes containing transition metal ions [76],
providing a suitable benchmark of TD-DFT capabilities. As
a matter of fact, sticking to a pure TD-DFT approach, rea-
sonable accuracy for interpretation and prediction of excited
states of organometallic compounds can be achieved using
hybrid functionals (i.e. those including a fraction of, exact,
HF exchange) [58] or potential having the correct asymptotic
behaviour (such as LB94) [71–73,77].

Still the calculation of excited states of supramolecular
systems containing transition metal atoms represents a chal-
lenging perspective for all computational methods, including
TD-DFT. The difficulties in predicting the excited states for
such systems are not only related to their size but mainly
to the very different natures of the excited states that have
to be described with the same accuracy (such as d-d;
metal-to-ligand-charge-transfer, MLCT; ligand-centred, LC;
Rydberg states). If the large size of a system is due to the
presence of bulky groups that play no role for the electronic
properties of the systems, embedding techniques or even a
crude modelling (i.e. study a smaller model systems) can be a
suitable route without significantly altering the quality of the
simulation. Nevertheless, if we are interested in the study of
photochemical molecular devices (PMDs’), each part of the
supramolecular system plays an important electronic role and
its overall properties are the results of the interplay of each
component and not simply their sum.

In the last years, there has been an increasing interest in
the modelling and the synthesis of new PMDs. In particular,
new, fairly sophisticated, supramolecular architectures [78,
79] able to selectively react to an external input and behav-
ing as true devices at the molecular scale were designed and
synthesised [80–84]. Amongst all the basic light-triggered
processes, the most widely studied have been, by far, pho-
toinduced electron transfers (PET) due to their prominent
role in biological systems [85–87], and in the intermingled
research fields of molecular electronics [78,79,88–109] and
photochemical conversion (and storage) of solar energy [78,
79,89–93,109–113]. From an experimental point of view,
when designing such functional model systems as prototype
for artificial photosynthesis [114], one major aim is to create
molecular assemblies favouring the formation of photoin-
duced long-lived charge-separated (CS) states [115]. These
CS excited states actually correspond to the transient conver-
sion of light into an electrochemical potential, which can be
potentially used either for energy storage [110–114] or for
electricity production [111–113,115–117].

To this end, specific PMDs were developed, generally
referred to as polyad, where electron donating (D) and/or
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Fig. 1 Schematic representation and labelling of the Os(II) complexes analysed (M=Os)

accepting (A) units are connected together via a photosen-
sitising component (P). Since, in such systems, each of the
different units preserves its functional characteristics (here its
electronic properties), they can be defined, within the con-
ceptual framework of supramolecular photochemistry [91–
93] as multicomponent systems. In this type of PMDs, the
building blocks, normally arranged in a linear fashion [110]
and following the D–P–A sequence, are usually held to-
gether by covalent links, hydrogen bonding or even only
mechanical contacts [118,119]. The overall working mecha-
nism of a resulting prototypical triad, D–P–A, is also experi-
mentally relatively well settled [89–93,110,120,121]. After
light excitation of the P unit (the primary donor), a cascade
of intramolecular electron transfers takes place, leading to
the lower-lying CS excited state, ∗[D+–P–A−]. This state
should be employed before charge recombination (CR) oc-
curs. Each of the different components of the polyads has
been the subject of intense experimental design and synthetic
work aimed at identifying and selecting the best P, A and D
building blocks as well as proposing satisfactory intercompo-
nent bridging units [78,79,89–93,120,121]. If the nature of
the various functional components is now well established,
still an intense activity [122] is going on to optimize them
[123,124] and, especially, to adjust their electronic coupling
[126–129].

In this paper we will consider two-components systems,
that is dyads, of P–A type derived from the functionalisa-
tion of the [Os(tpy)2]2+ photosensitiser, P0/Os (tpy = 2,2′ :

6′, 2′′-terpyridine, in Fig. 1), linked via a phenyl spacer to
an electron-acceptor group (A) of the triphenylpyridinium
[H3TP]+ type (P1A/M, see Fig. 1) [130–132]. More pre-
cisely, these dyads (P1ANO2 and P1Me2ANO2, Fig. 1) de-
rive from a family of triarylpyridinio-functionalised [4′-(p–
phenyl)n]terpyridyl ligands, R1

2R2TP+ -(p)ntpy (here, R1 =
H, R2 = NO2, and n = 1) recently proposed [130–132],
that has the advantage, when complexed, of being structur-
ally rigid and, at the same time, chemically flexible (due to
the possible R1 and R2 functionalisation). Therefore, the two
major criteria required for an efficient charge separation (i.e.
(a) a rod-like shape and (b) a controlled overall architecture)
are fully satisfied by these dyads. Both factors allow to un-
timely avoid withdrawal of the molecule that could favour
charge recombination (intramolecular “short circuit”) [133].
Furthermore, the two bulky phenyl substituents ortho to the
Npyridinio atom of the electron–acceptor group (A) should
prevent the pyridinium ring from adopting a coplanar confor-
mation with the covalently linked photosensitiser unit (P1)
and warrant the disruption of the conjugation between the
two connected subunits. This effect should be enhanced by
the presence of the methyl groups on the phenyl spacer in
the case of P1Me2ANO2/Os (Fig. 1). In other words, the
necessary intercomponent electronic decoupling is expected
to be produced by a geometrical decoupling [134], which is
playing the role usually fulfilled by saturated spacers. Exper-
imentally, the effectiveness of such a correlation between
structure and electronic properties has been demonstrated in
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the relaxed ground state for the acceptor-dyads in their native
form, P1A/M [131,132]. Nonetheless, the behaviour of the
electrochemically reduced forms, [P1A/M]−, to some extent
mimicking the targeted CS state [P+–A−], remained exper-
imentally unclear [132]. A theoretical (DFT) study of the
ground state properties of the various species both in their
native and reduced forms (i.e. [P1/M]− and [P1A/M]−), as
well as their electronic absorption spectra was recently pub-
lished [135].

This study [73] allowed establishing the important role
played by the phenyl spacer in coupling the acceptor (A) and
the photosensitiser (P0/Os) and, more generally, the impor-
tance of the intercomponent coupling on both the redox and
photochemical processes taking place in the molecule. In par-
ticular, both from experimental and theoretical data, it’s clear
that the phenyl spacer is more strongly coupled to the P0/Os
unit than to the acceptor: its presence strongly modifies the
characteristic of the photosensitiser and basically creates a
new photosensitiser unit (the P1/Os). Indeed, at the same time
the phenyl spacer plays also the role of a connector between
the P1 unit and the acceptor. Therefore the new supramolecu-
lar device is better described as a dyad (P1–A), with peculiar
characteristic due to the presence of the spacer, rather than a
formal P0-phenyl-A triad.

Moreover, experimentally, electrochemical properties of
P1 and A within P1–A as well as their absorption features,
especially in the visible region (MLCT band) seem, at first
sight, the same as those of the isolated components (P1 and
A) [132]. From these data it was inferred that there is a pre-
sumably small coupling between the phenyl spacer belonging
to P1 and the acceptor [132]. On the other hand, after reduc-
tion it was clearly shown that the dyads do not behave as
the sum of the single components: the intercomponent cou-
pling is present and plays a key role, ruling the properties of
such systems [132,135]. A theoretical analysis [135] allowed
identifying the origin of the coupling and also its hidden sig-
nature in the UV part of the absorption spectra, thus providing
a complementary tool of analysis for the interpretation of the
photophysical behaviour of such systems.

From a more technical point of view, since the proper-
ties are not simply additive, methods based on the classi-
cal “divide and conquer” idea (such as ONIOM) [5,6] or
extreme simplifications of the structure cannot be applied
to study the excited state properties of such systems. On the
other hand, only a theoretical analysis of the properties of the
supramolecular entity would allow, by comparison, to under-
stand and to decompose the role of each of its constituting
unit. For these reasons these dyads represent a good example
of complexity in chemistry since, although relatively small
compared to other functional systems (such as the biolog-
ical ones, for instance), they can act as real devices. They
are also a challenge to current ab-initio methods since they
especially claim to be a method able to fully describe the
supramolecular ground and excited state as a whole.

In this work, in order to asses the limits of validity of
our computational procedure, based on the use of TD-DFT
and a hybrid functional (PBE0) [136], we shall first study the

properties of the simplest photosensitiser (P0/Os) for which
experimental and computational studies are available in liter-
ature [137]. In this paper we shall limit our discussion to spin
allowed transition (i.e. S0–Sn) and therefore never discuss the
spectral range (λ>650 nm) where 3 MLCT transitions occur.
The same protocol will be then applied to study the singlet
excited states of the dyads (P1ANO2/Os and P1Me2ANO2).
Finally the properties of these systems after single electron
reduction will be studied with the same protocol.

Our results clearly show the perspectives but also the lim-
its of current DFT approaches: at the ground state they allow
to evaluate the quality of DFT in the description of deloca-
lised vs localised density through the evaluation of delocal-
isation on the π system. At the excited state they allow to
judge TD-DFT on the description of complex systems.

DFT and TD-DFT provide a good qualitative descrip-
tion of these complex supramolecular architectures although
some effects are still missing and the description is not fully
quantitative. In particular, from what concerns the descrip-
tion of the excited states, all MLCT transitions are correctly
described while higher excited states (in particular LC tran-
sitions) are poorly defined. The correct description of MLCT
states using TD-DFT could seem to be in contradiction with
previously reported studies on charge transfer excited states
[54–58]. In this context it should be underlined that the MLCT
bands considered here are still valence excitations and thus
completely different in nature from the long range CT de-
scribed in literature as failures of current TD-DFT [54–58].

On the other hand, in order to refine the description of
PMDs, environmental effects should be taken into account
both at intrinsic and explicit levels. In fact, especially for
charged dyads such as the one under analysis, solvent as
well as counter-ions are expected to play a major role both
in the ground and in the excited states. These effects, nor-
mally neglected in the simulations, are indeed experimen-
tally known to produce strong changes in the photochemical
properties of these types of complexes, ranging from a blue
shift of the emission from MLCT to the complete preclusion
of the formation of CS in going from fluid to rigid media (see
for instance reference [138].

The qualitative and quantitative agreement reached in
the description of the photochemical properties of our PMD
opens new frontiers for the application of computational meth-
ods for the interpretation and prediction of the properties and
reactivity of these systems at the excited states. In particular,
the ab initio modelling could guide the efficient design of new
PMDs (highlighting the effect of metal or functionalisation
of the molecular assemblies) but also offer an additional tool
for the characterisation of excited states, very hard to observe
from an experimental point of view

Finally it is worthwhile mentioning that the evolution of
the PMDs towards photo-magnetic-molecular-devices (PM-
MDs) [139–143] would need to couple the description of
their photochemical properties with other properties, such
as magnetic exchange interactions, opening a completely
new and extremely challenging experimental and theoretical
field.
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Table 1 Main structural features computed for Os(II) complexes

P0/Os P1/Osb P1A/Osb P1ANO2/Os P1Me2ANO2/Os

d(M–N2) 2.066 (2.089a) 2.066 2.069 2.069 2.069
d(M–N1) 1.988 (1.972a) 1.989 1.999 2.000 1.998
d(M–N2(A))

c – – 2.063 2.063 2.063
d(M–N1(A))

c – – 1.979 1.978 1.979
d(Npyr–C) – – 1.458 1.461 1.465
θ0 – 30.6 29.3 28.7 28.4
θ0A – – 35.9 36.7 34.0
θ1 – – 67.3 67.7 76.4
θ2 – – 60.9 60.4 58.6
θ6 – – 56.3 60.4 58.6
θ4 – – 24.5 28.0 28.9
θNO2 – – – 0.3 0.5

Distances in Å, angles in degrees, experimental values in parenthesis
a From ref. [159]
b From ref. [135]
c Metal to nitrogen distance of the tpy carrying the acceptor

2 Computational methods

All calculations were carried out using a development version
of the Gaussian code [144]. A hybrid Hartree–Fock/density
functional model (HF/DFT), referred to as PBE0, was used
[136]. This approach was obtained by casting the PBE ex-
change and correlation functional [145] in a hybrid DFT/HF
scheme, where the HF/DFT exchange ratio is fixed a priori
at 1/4 [146].

In the case of open shell systems, unrestricted calcula-
tions were performed and spin contamination, monitored by
the expectation value of S2, was found to be negligible.

A double ζ quality LANL2 basis [147], and correspond-
ing pseudo-potentials for the metal atom (Os) [148], was used
for all atoms both for the structural optimizations and the cal-
culation of the electronic properties. Such a level of theory
(DFT + LANL2DZ basis set) had previously been success-
fully applied in a few works concerning the structure, spec-
troscopic properties and reactivity of organometallic systems
[135,149].

The molecular structure of each compound was fully opti-
mized: D2d and C2 symmetry constrains were imposed for
the P0/Os and P1/Os, respectively, while all other systems
were computed without symmetry constrains.

Optical transitions were computed using the TD-DFT
at the same level of theory. Among all of electronic tran-
sitions calculated, only the ones having non-negligible oscil-
lator strengths ( f > 0.01) were reported in the tables while
all transitions have been included in the simulations of the
spectra. As described in [135], to have a direct comparison
with the experimental data, the spectra were simulated using
Gaussian functions, the only adjustable parameters being the
full-width at half-maximum (fwhm), that is the broadening of
each peak (individual transition). This broadening strongly,
varies from one transition to another and, a fortiori from one
system to another. At the same time, experimental absorption
bands, like MLCTs, generally result from the sum of many
and various transitions, thus making the fwhm parameters
not directly attainable from experimental data. To circum-

vent these problems, a fixed bandwidth was used, the fwhm
parameter being set at 0.15 eV.

In this paper only singlet–singlet (i.e. spin allowed) tran-
sitions will be discussed. The transitions were computed up
to 220 nm for P0/Os and 337 nm for the dyads. When spin
density is discussed we refer to Mulliken spin density.

3 Results and discussion

Density functional theory (DFT) has proven to provide reli-
able results in the prediction of the ground state proper-
ties of many organometallic systems including Ru(II) and
Os(II) complexes with polypyridine ligands. In particular,
the ground state geometrical properties of Os complexes with
bpy (2, 2′-bipyridine) or tpy ligands have been already dis-
cussed in a number of papers [135,137,150–158] and here the
results obtained at the PBE0 level of theory for the systems
depicted in Fig. 1 will be only briefly summarised. For a more
detailed analysis we refer to [135]. Selected optimised geo-
metrical parameters are reported in Table 1. The metal, Os, is
pseudo-octahedrally (D2d ) coordinated, with shorter M–Ntpy
bonds along the main axis (the one passing by the metal and
the nitrogen atoms, N1, of the central pyridine ring of each
tpy), in agreement with previous experimental findings. Bond
lengths are in agreement with X-ray structure available [159]
for P0/Os (2.089Å and 1.972Å experimental versus 2.066Å
and 1.988Å computed, respectively). As expected, the func-
tionalisation of the tpy barely affects the coordination sphere
of the metal, the metal to nitrogen distances and angles be-
ing practically unchanged when going from P0/Os to P1/Os
or to P1A/Os and derivatives (maximum variations 0.02Å,
Table 1). All other geometrical features are very similar ex-
cept the angle describing the torsion of the pyridinium ring
with respect to the P1 unit (θ1). In fact, as a consequence of
the functionalisation on the phenyl spacer with bulk methyl
groups in P1Me2ANO2/Os, θ1 is increased by ca. 10◦. The
acceptor moiety (A) is therefore more orthogonal to the P1



224 I. Ciofini

Fig. 2 Molecular Orbital energy diagrams computed for P0/Os, P1/Os, P1ANO2/Os and P1Me2ANO2/Os

system and it is thus expected to be geometrically more de-
coupled from the photosensitiser as experimentally aimed.

From an electronic point of view, the typical molecular
orbital splitting of a d6 pseudo-octahedral metal complex is
found for the P0/Os system (Fig. 2). The three highest occu-
pied MO are of d character fully localized on the Os atom,
while the lowest unoccupied MOs (LUMO and higher) areπ*
orbitals centered on the ligands. A large energy gap between
the occupied metal orbitals and the occupied π orbitals of
the tpy (HOMO-3 and below) is computed. As soon as the
phenyl spacer is introduced (P1/Os), a strong perturbation of
the occupied metal d orbital is computed and their splitting no
longer resembles that of the P0 system. First, all the occupied
and virtual orbitals are shifted to higher energies as a conse-
quence of the electron donor character of the terminal methyl.
In fact, as experimentally already reported in literature [160],
the phenyl behaves neither as an acceptor nor as a donor, but
the methyl possesses a small donor character that is simply
“transmitted” through the phenyl, the overall phenyl-CH3
moiety acting as a donor [160]. Indeed, this effect is small
and global and would not change the peculiar characteristic
of the photosensitiser, the variation of the HOMO-LUMO
gap being negligible (3.5 eV in P0/Os vs 3.3 eV in P1/Os).
In fact the main consequence of the phenyl substitution in
P1 is on the occupied orbitals. In particular, a splitting of the
d manifold and a substantial mixing of the d occupied orbi-
tals with orbitals centred on the phenyls is found in P1/Os.
Since this complex is still C2 symmetric, the same pseudo-
degeneracy of P0/Os is present. The two pseudo-degenerate
d orbitals strongly interact with two phenyl centred orbitals
giving rise to the four orbitals with mixed d-phenyl character
(HOMO–HOMO-1 and HOMO-3 – HOMO-4, respectively)
while the non degenerate d orbital (HOMO-2) is practically
unperturbed. Furthermore two other pseudo-degenerate and

occupied orbitals completely localised on the phenyl spacer
lie very closely to the d manifold (HOMO-5 and HOMO-6).
These latter are well separated from the occupied π orbitals
localised on the tpy (HOMO-6 and HOMO-7). The pertur-
bation introduced in P1/Os by the presence of the phenyl
group is signficant since, by altering the splitting of the d
manifold, it is expected to yield a new photosensitiser unit.
This is experimentally reflected by the different absorption
and redox properties of P1 with respect to P0 and it has been
already shown by previous calculations [135]. In other words,
the phenyl is not simply a “substituent” on the tpy but strongly
couples to the P0 unit giving rise to a new block, P1.

When the acceptor moiety is introduced to form the dyads
(P1ANO2/Os and P1Me2ANO2/Os) the molecular orbital
splitting of the symmetric P1/Os complex is perturbed (refer
to Fig. 2) mainly due to the removal of C2 symmetry as a
consequence of the asymmetric substitution. Indeed, the MO
splitting looks very similar for both dyads, thus underlying
the limited effect of the methyl group in the orbital diagram,
in accordance with experiment [132].

The interaction between the ligand and the Os d orbitals
is modified by the presence of the acceptor and the degen-
eracies of the d manifold are removed. The highest occu-
pied molecular orbital still retains a d character but with
a significant mixing of the phenyl of the ancillary tolyl–
tpy: the other orbital that corresponds to the same type of
interaction (d-phenyl of the ancillary tolyl–tpy) being the
HOMO-5/HOMO-4 for P1ANO2/Os and P1Me2ANO2/Os,
respectively. The HOMO-1 correlates to the HOMO-2 of
P1/Os, having mainly a d character with small mixing of
π tpy orbitals, while the other d orbital, interacting with the
tpy bearing the acceptor, is the HOMO-2. More generally, the
introduction of the acceptor modifies the interaction of one of
the ligands with the d-metal orbitals but does not completely
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Table 2 Principal computed electronic transitions (in nm) and associated oscillator strength ( f ) computed for P0/Os, P1ANO2/Os and
P1Me2NO2/Osa

P0/Os P1ANO2/Os P1Me2NO2/Os
λ f Experimentalb λ f Experimentalb λ f Experimentalb

535 0.02 MLCT 476.5 (1.74) 571 0.01 MLCT 491.7 (3.07) 567 0.01 MLCT 491.2 (3.27)
535 0.02 501 0.32 501 0.01
430 0.03 500 0.01 501 0.34
430 0.03 486 0.13 485 0.10
427 0.21 466 0.02 466 0.02
416 0.02 460 0.04 460 0.04
416 0.02 435 0.4 436 0.37
336 0.04 LC 312 (8.04) 369 0.08 MLCT/LC 393 sh (1.03) 370 0.03 MLCT/LC 398 sh (1.04)

313.7 (9.86) 290.5 sh (8.34) 313.7 (11.46) 289.5 sh (9.40)
331 0.03 368 0.01 367 0.01
331 0.03 353 0.01 350 0.16
328 0.02 350 0.22 346 0.01
328 0.02 350 0.09 342 0.13
316 0.04 349 0.05 341 0.07
293 0.18 340 0.56 340 0.57
293 0.18 340 0.06 336 0.30
288 0.36 335 0.03
288 0.36 335 0.02
274 0.01
268 0.02
268 0.02
265 0.06
249 0.2
235 0.4
235 0.1
235 0.1
233 0.08
232 0.07
232 0.07
228 0.06
228 0.06
221 0.04
219 0.06
219 0.06

a Each component of E degenerate states is separately reported
b from P. Lainé (private communication) ε values in 10−4 × M−1cm−1 are given in parenthesis.

change the character of the photosensitiser thus allowing to
formally recognise a P1 unit even when embedded within
the dyad. Indeed, the gap between the occupied metal cen-
tred and ligand centred orbitals is strongly reduced, a purely
phenyl centred (HOMO-3) and acceptor HOMO-4/HOMO-5
(for P1ANO2/Os and P1Me2ANO2/Os, respectively) orbital
lying very close to the MOs with substantial d metal charac-
ter. Furthermore, between the purely tpy centred occupied π
orbitals and the metal ones, a packet of closely lying orbitals
with dominant contribution of orbitals located on the accep-
tor, either on the pyridinium ring or on the NO2 moiety, can
be found for both dyads. The same holds for the unoccu-
pied orbitals where a packet of acceptor centred orbitals is
found between the first π∗ orbitals centred on tpy (computed
at ∼ −9 eV) and the ones higher in energy (computed at
∼ −6 eV). Indeed, in both dyads the LUMO remains mainly
centred on the tpy with a small contribution of the metal as in
P1/Os, thus meaning that the acceptor used as electron with-
drawing moiety is not strong enough to completely change
the nature of the first excited states that will be, for all systems,
an MLCT band involving the π* orbitals of tpy as for P1/Os.

Nevertheless, in the dyads the LUMO is no more symmet-
rically distributed over the two tpy but localized on the tpy
bearing the acceptor. The first virtual molecular orbital fully
localized on the pyridinium ring of the acceptor (LUMO+3
in both dyads) is computed to be higher in energy, ∼ 0.3 eV
above the LUMO.

Furthermore, a global consequence of the presence of the
acceptor, when going from the P1/Os complex to the dyads,
is an overall shift of the orbitals to lower energies but also a
reduction of the HOMO–LUMO gap from 3.3 eV, computed
for P1/Os, to 2.9 eV for the dyads, due mainly to a signifi-
cant lowering of the LUMO energy. Therefore, for the latter
systems, we can expect the MLCT band to occur at slightly
lower energies.

More generally, comparing P0, P1 and the dyads, we can
see that the introduction of the phenyl increases the metal
to ligand interaction while the asymmetric acceptor slightly
alters the d splitting and mostly provides a packet of closely
lying occupied and empty acceptor centered orbitals that
can be involved in MLCT of LC transitions at lower energy
than those occurring in the native P1/Os compound. As a
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Fig. 3 Simulated spectra of P0/Os. Inset: experimental spectra

consequence we can expect that, for the dyads, several π or
π∗ orbitals could contribute to the same MLCT or LC tran-
sition.

In summary, the analysis of the molecular orbitals of P0,
P1 and P1A derivatives, allowed us to recognise the impor-
tance of the phenyl spacer in modifying the properties of the
photosensitiser core but also to provide a channel for inter-
component coupling

3.1 Excited state properties: UV/Vis absorption spectra

The main singlet–singlet transitions computed for P0/Os are
reported in Table 2 and the corresponding simulated spec-
trum is plotted in Figure 3. The computed spectrum con-
sists of three intense bands: the first, with absorption max-
imum at 429 nm (symmetric), a second one at 290 nm with
a shoulder at 326 nm and a third one, higher in energy and
roughly symmetric, computed at 233 nm. The first band is, as
expected, due to metal-to-ligand-charge-transfer transitions
(MLCT) involving the three Os d metal orbitals (HOMO,
HOMO-1 and HOMO-2) and the first four (empty) ligand
centred π* orbitals (full line arrow in the Fig. 2). The dom-
inant transition within this band is of B2 symmetry and it is
computed at 427 nm ( f = 0.21). Other ancillary transitions,
of E symmetry, are computed at 430 and 416 nm with lower
intensity ( f = 0.03 and f = 0.02, respectively). Actually
another MCLT transition is computed at 535 nm but due to
its small intensity ( f = 0.02) it is most probably covered
by the 3MLCT bands expected to occur in the same spec-
tral region and not computed in this contribution. The second

intense band, simulated at 290 nm can be assigned as a ligand-
centred (LC) since the transitions contributing with high-
est intensity (computed at 293 and 288 nm) are essentially
tpy centred π–π∗. In fact, they correspond to excitations
from the highest set of occupied π orbitals of tpy (HOMO-3
and HOMO-4) to the first set of virtual (π*) orbitals of tpy
(LUMO and LUMO+1). These excitations are schematically
represented by the dash-dot arrow in Fig. 2. Indeed the band
at 290 nm covers also two other lower intensity transitions
having an MLCT character and computed at 328 and 316 nm
( f = 0.02 and f = 0.04). These latter, represented by the
dashed arrow in Fig. 2, involve excitations from Os occupied
d orbitals to π∗ orbitals of tpy higher in energy (LUMO+5 to
LUMO+7). This set of transitions build up the shoulder of the
band computed at 290 nm, which can be easily recognized in
the simulated spectrum at 326 nm (Fig. 3), and is the main
cause of the overall asymmetric band shape.

Finally two transitions mainly contribute to the band with
absorption maximum simulated at 233 nm: one at 249 nm and
one at 235 nm. Both transitions have mainly an LC character
(corresponding to π–π∗ excitations, long dash arrow in Fig.
2) although sizable d to π∗ contributions (i.e. MLCT, dot-
ter arrow in Fig. 2) are found, the MLCT contribution being
larger for the first transition (i.e. that computed at 249 nm).
More generally, as soon as the excitation energy increases, the
excited states are better described by linear combinations of
one electron excitations. Consequently it becomes quite diffi-
cult to assign a single, leading, excitation for each transition
and the approximations done at TD-DFT level become more
severe. Nevertheless, the overall character of the transitions
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Fig. 4 Simulated spectra of P1ANO2/Os and P1Me2ANO2/Os. Inset: experimental spectra

and of the resulting simulated bands (MLCT or LC) can still
be clearly defined. When comparing with the available exper-
imental spectra (P. Lainé, private communication) we can
note that the calculated transition energies are systematically
overestimated by ca. 0.3 eV for both the MLCT and the LC
band. In fact, the MLCT band is experimentally found at
476.5 nm and predicted at 425 nm, while the LC one is found
at 312 nm and predicted at 290 nm. Our results are in line
with other TD-DFT calculations of P0/Os reported in liter-
ature using a comparable approach (in particular, a hybrid
functional) [137].

The introduction of the phenyl spacer and acceptor moi-
ety on the tpy ligand induces significant changes in the absorp-
tion spectrum of both dyads (P1ANO2/Os and P1Me2
ANO2/Os) respect to that of P0/Os. Comparing with the
computed transitions of P0/Os, Table 2, it can be noticed
that all excitations are shifted to lower energies, in agreement
with the smaller HOMO–LUMO gap and d-orbital splitting
induced by the presence of the phenyl spacer (i.e. the change
of the photosensitizer unit from P0 to P1 refers to the previ-
ous section and to the orbital splitting diagram in Fig. 2).

The simulated spectra of P1ANO2/Os and P1Me2ANO2
/Os, reported in Fig. 4, are almost identical, in agreement
with the experimental findings (P. Lainé, private communi-
cation). They consist of two main bands: the first, calcu-
lated in the 420–510 nm region, is very broad and asym-
metric while the second computed around 350 nm is much
sharper and symmetric. While the first band is practically
unperturbed by the introduction of the methyl groups on the
phenyl spacer, the latter is found to gain intensity in the case
for P1Me2ANO2/Os.

Analysing the character of the excitations involved, the
first band can clearly be assigned to MLCT transition while
the second includes both LC and MLCT transitions. Two
main MLCT transitions, computed at 501 and 435 nm for
P1ANO2/Os and at 501 and 436 nm for P1ANO2/Os and at
501 nm and 436 nm for P1Me2ANO2/Os, and several ancil-
lary ones contribute to the first band, thus determining its
broad and asymmetric shape. These transitions, as in the
case of P0/Os and P1/Os, involve excitations from the orbi-
tals with substantial d metal character (HOMO, HOMO-
1, HOMO-2 and HOMO-5/HOMO-4 for P1ANO2/Os and
P1Me2ANO2/Os, respectively) to the first five (empty) lig-
and centred π* orbitals (LUMO, LUMO+4). None of the
most intense ones has a dominant contribution correspond-
ing to the direct optical electron transfer from the metal to
the acceptor (that is an excitation from a d centred to the
LUMO+3). This type of excitation, corresponding to the for-
mation of a truly charge separated state by optical ET, is
found to occur at higher energy (respectively at 369 nm for
P1ANO2/Os and 370 nm for P1Me2ANO2/Os) and it is prac-
tically hidden by the more intense MLCT and LC transitions
occurring in the same spectral region.

The most intense transition for the dyads ( f = 0.56) is
computed at 340 nm and corresponds to one electron exci-
tations of MLCT and LC (acceptor centred) characters. An-
other intense transition of MLCT type is computed, for both
species, at 350 nm ( f =0.22 and f =016). Only in the case
of P1ANO2/Os two other acceptor-centred transitions are
computed at 341 nm ( f =0.13) and 336 nm ( f =0.30) thus,
in agreement with the experiment, determining the higher
absorption of the methyl functionalised dyad (P1Me2NO2/Os)
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Table 3 Computed spin density (Mulliken, in %) for the relaxed ground state of various Os(II) complexes in their reduced forms

[P0/Os]− [P1/Os]− [P1A/Os]− [P1ANO2/Os]− [P1Me2ANO2/Os]−

Os 0.08 2.8 12.6 11.0 10.9
tpyA 2×49.96 2×46 72 56 62
φS – 2×2 8 9 6
L1 – 2×48 80 65 68
pyridinium – – 5 18 16
φ4 – – 0.6 4 2.4
NO2 – – 0 1 1
A – – 7.4 23 19

in this region. Unfortunately, due to the size of the systems,
the transitions for the dyads were computed up to 337 nm
only. It is therefore likely that more intense LC transitions
(both π → π* centred on tpy or fully acceptor centred) occur
at slightly higher energy and contribute to the band experi-
mentally found at 309 nm. In other words most probably the
LC and MLCT transitions computed in the 370–340 nm re-
gion are only a part of LC excitations observed in the spectra.
For these reasons it is not possible to compare the shift in LC
π → π* computed for the dyads with those computed for
the parent P1/Os complex. The overall agreement with the
experimental spectra for the MLCT bands is similar to that
obtained for P0 and P1.

More generally, the presence of the acceptor influences
the spectra of the system by lowering the symmetry. As a re-
sult of the combined influence of the terminal electron donat-
ing methyl substituent (mainly destabilising the HOMO) and
of its electron acceptor unit, [H3TP]+ (mainly stabilising the
LUMO), the HOMO–LUMO gap is smaller within the dyads
than with respect to the parent homoleptic (symmetric) P1
and P0. Thus, all the transitions are shifted to lower ener-
gies. Furthermore it should be stressed that the direct optical
electron transfer is computed to be of weak intensity with
respect both to the LC and MLCT bands. Thus, the overall
spectra can be considered as the superposition of the spectra
of the single component (A and P1) only at first order since
evidences of intercomponent electronic coupling of the units
are hidden in the absorption spectra (in the UV range). In-
deed, from the experimental analysis of the spectra (and in
particular of the MLCT band) no clear evidence of coupling
could be directly derived simply because the presence of an
acceptor does not significantly change either the LUMO or
the d manifold splitting with respect to P1. This is a further
proof of how a correct interplay between theory and experi-
ment could help in the elucidation of hidden phenomena.

3.2 MLCT as light induced redox-charge separated state

A possible way of describing MLCT transitions is to con-
sider them as the results of a light-triggered intramolecular
redox reaction: the metal center is oxidized while ligands are
reduced to create an excited *[M+ –L]− species [89,90,161,
162]. Previous experimental findings reported in the litera-
ture in the case of Ru/Os oligopyridine complexes show that
the MLCT excited state show the same photo-excited electron

reactivity of the ground state of related mono-reduced spe-
cies [161]. In fact, for the type of systems we are interested
in, the reduction is known to be essentially a ligand-centred
process [89,90,161] although it is clear that reorganisation
of the around the metal centre is not completely negligible.

Experimentally the approach outlined above is well known
and it consists in performing spectro-electrochemical exper-
iments: the electronic absorption spectrum of a system is
recorded when applying a fixed external potential correspond-
ing its one electron reduction (here of the acceptor). Basically,
with this kind of method we simulate the excited state, *[P1+
–A− ], of a (N electrons) system by analysing the ground
state of the corresponding reduced (N + 1 electrons) system
[P1–A−].

From a computational point of view, a straightforward way
to investigate the nature of the reduced species and, there-
fore, to compare with the results of spectro-electrochemical
experiments, is to consider the spin density distribution calcu-
lated for the mono-reduced species [135,161,162]. An alter-
native approach would be to analyze the (Single occupied
MO SOMO) but in the latter case spin polarisation effects
would not be taken into account. The computed spin densi-
ties of all mono-reduced species are collected in Table 3. In
all cases, all structures of the systems were relaxed for the
reduced form.

The main outcomes concerning the computed mono-reduced
complexes are the following:

1. For P0/Os, the reduction is completely centred on tpy.
2. For P1/Os, the reduction is centred on tpy with only a

very small contribution on the dangling phenyl spacer
3. For the dyads, the reduction is no more clearly centered

on the tpy ligand as the first reduction process is no longer
assumed to occur on the photosensitiser but on the accep-
tor group.

Indeed, as already found for the P1A/Os systems [135],
the spin density is almost completely localised on the ligand
bearing the acceptor but with a substantial contribution of the
tpy moiety (56 and 62%, respectively). Only a smaller con-
tribution is computed on the pyridinium itself (18 and 16%,
respectively, Table 3). Almost no spin density is found on the
NO2 while a non-negligible spin density is computed on the
phenyl spacer connecting the acceptor moiety to the tpy (φs
in Table 3). Lastly, a sizable amount of spin density is found
on the metal center (up to 11%).
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All these evidences are consistent with a description of the
reduction of P1ANO2/Os and P1Me2ANO2/Os as mainly
consisting in a reduction of the acceptor moiety associated
with a sizable – unexpected – reduction of the chromophore
as a consequence of an intramolecular charge redistribution.
The localisation on the acceptor is enhanced by the presence
of NO2 but only slightly perturbed by the presence of the
Me groups borne by the spacer. It is clear from the computed
structural data that these Me groups induce a geometrical de-
coupling (both in the native and reduced forms) by increasing
the θ1 dihedral and, as a consequence, results in an electronic
decoupling. Nevertheless, besides their geometrical effect,
another possible contribution of the two methyl groups – at
the electronic level – stems from their inductive effect that
compensates part of the electronic decoupling, thus the net
results on spin density is negligible.

All these issues are in accordance with the experimen-
tal data and computations [132,135] previously reported for
the [P1A/Os]− reduced . Indeed, it was shown that this spe-
cies displays the spectroscopic signatures of both the reduced
acceptor and the reduced chromophore [P1/Os]− [132,135].
Therefore, even if the acceptor moiety retains almost entirely
its properties within the native dyad system, part of the spin
density is transferred back from the reduced acceptor to the
metal centre through the phenyl spacer within [P1A/Os]−.
This fact points to the difficulty of clearly defining the role
of the phenyl in the whole process. The phenyl is not only
a simple spacer within the supramolecular system but takes
an active part as a full bridging component in the electronic
communication. Moreover it has been shown that, in the case
of P1A/Os, the electronic properties (spectrum) of reduced
P1A/Os cannot be simply considered as the sum of those
of reduced acceptor and chromophore thus underlying the
important role of geometrical and electronic coupling [132,
135].

4 Conclusion

In conclusion, the analysis of the photochemical properties of
the PMDs clearly shows that the properties of these supramo-
lecular architectures cannot be simply derived from the sum
of the related isolated parent components. In other words,
in these systems, there is an “emergence” [163]: The term
“emergence” refers to the existence of a key novel feature
(property) that arises in the supermolecule and it is not present
in its isolated components therefore making it unpredictable.

These systems are the prototype of “complex systems”
here mostly meaning not easy to separate in their basic build-
ings block, and very challenging both in experiment and the-
ory.

For improving these PMDs and continuing within the
DFT framework, it would be necessary to solve or at least
correct for the wrong asymptotic behaviour of the functionals
in order to get more trustful energies for higher excitations.
Next, even if we have the theoretical tools needed to fully
describe the supramolecular entity both at the ground and the

excited states (that is unfortunately not yet the case although
reasonable accuracy can be obtained with approaches such
as the one here outlined), there are still several effects that
are missing: solvent (either implicit or explicit) and counter-
ions effects, spin orbit coupling (explicitly) and the relaxation
of the excited states, amongst others. Once these effects are
properly treated by first principle methods, our theoretical
tools will be truly suitable for the challenging investigation
of real molecular devices, helping and guiding their synthesis
and functionalisation using “first principles”
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